Understanding of the Structural Relaxation of Metallic Glasses within the Framework of the Interstitialcy Theory
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Abstract: A review of the new approach to the understanding of the structural relaxation of metallic glasses based on the Interstitialcy theory has been presented. The key hypothesis of this theory proposed by Granato consists of the statement that the thermodynamic properties of crystalline, liquid and glassy states are closely related to the interstitial defects in the dumbbell (split) configuration, called also interstitialcies. It has been argued that structural relaxation of metallic glasses takes place through a change of the concentration of interstitialcy defects frozen-in from the melt upon glass production. Because of a strong interstitialcy-induced shear softening, the defect concentration can be precisely monitored by measurements of the unrelaxed shear modulus. Depending on the relation between the current interstitialcy concentration \( c \) and interstitialcy concentration in the metastable equilibrium, different types of structural relaxation (decreasing or increasing \( c \)) can be observed. It has been shown that this approach leads to a correct description of the relaxation kinetics at different testing conditions, heat effects occurring upon annealing, shear softening and a number of other structural relaxation-induced phenomena in metallic glasses. An intrinsic relation of these phenomena with the anharmonicity of the interatomic interaction has been outlined. A generalized form of the interstitialcy approach has been reviewed.
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1. Introduction

The non-crystallinity of glasses defines the excess Gibbs free energy and, as a result, relaxation of their structure towards the states with lower energy upon any kind of heat treatment. In metallic glasses (MGs), structural relaxation is expressed very markedly, leading to significant, sometimes even drastic changes of their physical properties. For instance, it was found long ago that the shear viscosity of a metallic glass at temperatures below the glass transition temperature $T_g$ (far enough from the metastable equilibrium) can be increased by five orders of magnitude as a result of structural relaxation [1]. The kinetics of homogeneous plastic flow at these temperatures can be described as structural relaxation oriented by the external stress [2]. Structural relaxation is known to affect many physical properties of MGs—mechanical (elasticity, anelasticity, viscoelasticity, etc.), electrical, corrosion, magnetic and others [3–5]. Since the beginning of the 1980s, it has remained a subject of unabated interest.

However, in spite of decades-long investigations, the microscopic mechanism and related kinetics of structural relaxation remain a highly debated issue. Most often, structural relaxation is interpreted within the framework of the “free volume” approach, which dates back to the ideas of Doolittle [6], Turnbull and Cohen [7,8], and was later conceptually adopted by Spaepen [9] and Argon [10] to MGs. The free volume model was numerously modified to better describe the property changes [5,11–14]. This model has both advantages (e.g., [4,15]) and drawbacks (e.g., [16,17]), which are, however, beyond the scope of the present paper. Our goal is to review a new comprehensive, versatile and verifiable approach to the understanding of the structural relaxation of metallic glasses, which provides a generic relationship between the crystal, its melt and glass produced by melt quenching. This promising approach is based on the Interstitialcy theory suggested by Granato in 1992 [18,19].

2. Background

The approach to structural relaxation of MGs based on the Interstitialcy theory starts from crystal melting. Frenkel in the 1930s suggested that melting occurs through the thermoactivated generation of point defects of a crystalline structure. There are two types of such defects known from the solid state physics—vacancies and interstitials. Frenkel chose the former and developed a vacancy model of melting [20]. The model was numerously modified [21] and gained much popularity. However, a few issues remained unanswered. One of the first doubts was formulated by Slater [22]. Assuming that the entropy of melting is determined by the generation of vacancies, he concluded that the vacancy concentration just before the melting point should be about 50%, which is clearly unrealistic. It is now known that the volume change and entropy per vacancy upon melting do not agree with the experimental values [18,22,23].

According to Frenkel, the second possibility for point-defect-mediated melting is associated with interstitials. However, available information on these defects over a long period of time was largely inadequate. In particular, it was assumed that interstitials occupy the octahedral cavity in the FCC structure (i.e., in the center of the elementary cell). In 1950, Seitz [24] theoretically considered “an interstitial atom which moves by jumping into a normal lattice site and forces the atom that is there into a neighboring interstitial site” and termed it an “interstitialcy”. In the beginning of the 1960s, Vineyeard et al. [25,26] performed detailed computer simulation of radiation damage of FCC and BCC
Metallic lattices and firmly concluded that interstitials “reside in a split configuration, sharing a lattice site with another atom”, which is equivalent to Seitz’s interstitialcy. By the middle of the 1970s, the split (dumbbell) nature of interstitials (interstitialcies) in different metals with different crystalline structures became quite evident [27]. To date, it is generally accepted that split interstitials exist in all basic crystalline structures and represent the basic state of interstitials in metals [28,29]. An interstitialcy in a molecular-dynamic model of crystalline copper [30] is shown in Figure 1 as an example.

Figure 1. <100> interstitialcy in a molecular-dynamic model of copper [30].

Granato and co-workers made an important contribution to the understanding of the nature of interstitial defects in crystals. In particular, they performed a unique experiment (not repeated so far)—irradiation of a copper single crystal by thermal neutrons at $T = 4$ K with simultaneous measurement of all elastic constants [31,32]. The irradiation results in the formation of long-living (at this temperature) Frenkel pairs. It was found that all elastic moduli decrease with the concentration $c$ of Frenkel pairs, but the shear modulus $C_{44}$ decreases most rapidly. The extrapolation of $C_{44}(c)$-dependence led to the unexpected conclusion that the shear modulus should become zero at $c \approx 2\%$ to $3\%$. Zero (or very low) shear modulus is characteristic of a liquid [33]. The analysis of the magnitude and orientational dependence of this effect provided the evidence that it is conditioned by interstitial atoms in the dumbbell configuration.

Later, analyzing the thermodynamics of a crystal with interstitialcies, Granato showed that depending on temperature, it is possible to distinguish between several possibilities of stable and metastable equilibrium, which he interpreted as equilibrium/superheated crystal and equilibrium/supercooled liquid states [18,19]. Every stable and metastable state is characterized by its own interstitialcy concentration. Melting of a crystal within the framework of this approach is understood as a result of the thermoactivated generation of interstitialcies, which to a large extent define the properties of the equilibrium and supercooled melt.

This viewpoint is supported by the fundamental property of interstitialcies—the existence of low frequency resonance vibration modes in their vibration spectrum [27,34]. These modes correspond to the frequencies, which are by several times smaller than the Debye frequency. Consequently, the vibrational entropy of the defect becomes large, by several times bigger than that of the vacancy (for Cu, for instance,
$S^{\text{int}}/k_B \approx 15$, while $S^{\text{vac}}/k_B \approx 2.4$ [35] for interstitialcies and vacancies, respectively, where $k_B$ is the Boltzmann constant. This then allows explaining (contrary to vacancies) the observed entropy of melting $S_m = Q_m/T_m$ (where $Q_m$ is the heat of melting, $T_m$ the melting temperature). Indeed, there is a remarkable empirical Richards rule [36,37], which states that the entropy of melting per atom $S^\text{at}_m$ for elemental substances is close to $1.2k_B$, with only a few exceptions [37]. Assuming that melting is connected with interstitialcy formation, one can calculate exactly this value for $S^\text{at}_m$ [23]. The other major finding was that the interstitialcy formation enthalpy rapidly decreases (by several times) with their concentration at large $c$ strongly promoting melting [30,38]. Within the framework of this approach, one can quantitatively explain the empirical Lindemann rule ($\alpha T_m = \text{const}$, where $\alpha$ is the crystal thermal expansion coefficient), as well as the correlation between the melting temperature and shear modulus [39].

Thus, the Interstitialcy theory implies that melting can be understood as a result of thermoactivated interstitialcy generation. This is in agreement with earlier results by Stillinger and Weber [40], who performed molecular dynamic simulation of the BCC structure and found that the elementary structural excitations are vacancy-interstitialcy pairs, which define the defect-induced softening and lead to first-order melting. The coexisting solid and liquid are close to defect free and almost maximally defective states. Several other molecular dynamic experiments noted an important role of interstitialcies in melting [38,41–43] and even in the crystallization of simple metals [44]. Recent molecular dynamics work by Betancourt et al. [45] makes sense of the interstitialcy in liquids, and the results seem to accord remarkably with defect concentration estimates given by Granato [18,19]. An important result was presented in [38]. The authors concluded that the “string” atoms, which were repeatedly noticed in computer simulations of supercooled liquids and glasses [46,47] and said to resemble the signatures of interstitialcies in crystals [48], have many of the same properties as interstitialcies in crystals, and these properties become even closer as the interstitialcy concentration approaches a few percent. The idea that the liquid state has an interstitialcy concentration of about a few percent [18] has led to a successful interpretation of property peculiarities for equilibrium and supercooled liquids [23,49].

If the hypothesis on interstitialcy-mediated melting has real meaning and interstitialcies indeed retain their individuality in the molten state, then one simply comes to the conclusion that the glass prepared by freezing of melt should also contain interstitialcies, as indeed suggested by computer simulations of amorphous copper [30,38,50]. Another support for this hypothesis comes from the fact that many features of low-temperature glass anomalies (low-frequency vibrations, relaxation processes and general two-level system behavior) are also observed in crystals after irradiation (which produces vacancy-interstitialcy pairs) at doses much lower than those needed for amorphization [51]. Besides that, the volume dependence of the shear elastic constant associated with radiation-induced disordering and eventual amorphization was found to be virtually identical to that associated with heating up to the melting point [52]. However, it is likely that interstitialcies in liquid and glassy states (while keeping the same or similar properties) do not have direct structural representations, as they do in the crystalline state (see Figure 1).

In any case, if glass contains interstitialcies, its structural relaxation upon heat treatment should be conditioned by a change of the interstitialcy concentration. It is this idea that is analyzed and tested below.
3. Interstitialcy-Mediated Structural Relaxation and Related Relaxation of the Shear Modulus

3.1. Relaxation Kinetics

Interstitialcies exert a pronounced impact on the high-frequency (unrelaxed) shear modulus. This is directly stated by the basic equation of the Interstitialcy theory, which suggests an exponential decrease of the shear modulus $G$ of a crystal with the interstitialcy defect concentration $c$ [18,19],

$$G(T, c) = G_x(T) \exp(-\alpha \beta c)$$

where $G_x = G(c = 0)$, $\beta$ is the dimensionless shear susceptibility and $\alpha = \frac{1}{\Omega} \frac{dU}{dc}$ with $U$ being the internal energy and $\Omega$ the volume per atom. Using a numerical fit for copper, Granato found that $\alpha \approx 1$ [18]. Since $\beta$ is about 15 to 25, Equation (1) implies a strong decrease of the shear modulus with the interstitialcy defect concentration in crystal.

Following the conceptual framework described above, it is natural to assume that Equation (1) should be also valid for glass. In this case, $G_x$ has the meaning of the shear modulus of the reference (maternal) crystal. This assumption leads to rather numerous examples of the successful interpretation of MGs’ property changes upon structural relaxation, as reviewed below. The shear modulus within the framework under consideration is the key thermodynamic parameter (as being the second derivative of the free energy with respect to the shear strain [53]) of glass, and precise measurements of $G$ provide an efficient way to monitor the defect concentration and related relaxation kinetics. It is worthy of notice in this connection that the general idea for the key role of the shear modulus in the relaxation kinetics of supercooled liquids and glasses was introduced long ago [54] and currently is gaining increasing acceptance [55–59].

The kinetics of MGs’ structural relaxation is intimately related with the state of “metastable equilibrium” [5,60]. While far below the glass transition temperature $T_g$ this state is kinetically unachievable, near $T_g$ it can be reached from opposite sides at reasonable times, leading to different signs of property changes [60]. In particular, this is manifested in the relaxation of the shear modulus $G$, as illustrated in Figure 2, which gives the temperature dependence of $G$ for bulk glassy $Pd_{40}Cu_{30}Ni_{10}P_{20}$ measured upon linear heating and cooling at the same rate together with the shear modulus $G_{eq}$ in the metastable equilibrium determined by prolonged isothermal tests at different temperatures [61,62]. The temperature $T_{pc}$ in this figure is interpreted as the Kauzmann pseudocritical temperature, i.e., the lowest temperature at which the state of the supercooled liquid is still possible (see [61] for details). At temperatures $T < T_{pc}$, the shear modulus $G < G_{eq}$ (i.e., the current defect concentration $c$ is bigger than the defect concentration $c_{eq}$ in the metastable equilibrium state), and therefore, structural relaxation leads to an increase of $G$. On the contrary, at $T > T_{pc}$, the shear modulus $G > G_{eq}$ (respectively, $c < c_{eq}$) and structural relaxation decreases it. Different signs of shear modulus relaxation are indeed experimentally observed [63].

It is interesting to notice the shear modulus behavior upon cooling (see Figure 2). Just after switching from heating to cooling, the shear modulus still continues to decrease. This behavior is soon changed into an increase of the shear modulus, but the latter remains significantly smaller than that in the course of the initial heating. Such a big hysteresis turns out to be a characteristic feature of MGs [62]. The obvious reason for it is the big underlying relaxation time [62] (see below Equation (6) and the related discussion).
It should be also emphasized that the shear modulus upon cooling at temperatures \( T < T_{pc} \) is quite close the metastable equilibrium (see Figure 2), confirming this state as the limit for the relaxation. Thus, structural relaxation takes place mainly during cooling, contrary to what is usually assumed. Below, we discuss this behavior in more detail (see Figure 4 and related description).

Figure 2. Temperature dependences of the shear modulus for glassy \( Pd_{40}Cu_{30}Ni_{10}P_{20} \) upon linear heating and subsequent cooling at a rate of 3 K/min together with the shear modulus in the state of the metastable equilibrium [61,62]. The calorimetric glass transition temperature \( T_g \) measured at the same rate is shown by the vertical arrow. The temperature \( T_{pc} \) is ascribed to the Kauzmann pseudocritical temperature. The sequence of heating/cooling is given by the arrows.

To analyze the isothermal relaxation kinetics of as-cast glass far below \( T_g \), one can simply consider a spontaneous decrease of the interstitialcy defect concentration, which follows the first-order kinetics. In line with numerous data (e.g., [64]), the corresponding activation energy \( E \) should be continuously distributed (e.g., because of the distribution of local shear moduli due to fluctuations in local densities, chemical bonding, etc., as experimentally demonstrated in [65]). Let \( N(E,T,t) \) be the temperature-/time-dependent defect concentration per unit activation energy interval. Then, the relaxation kinetics is given by \( dN/N = -\nu\exp(-E/kT)dt \), where \( \nu \) is the attempt frequency. If \( N_0(E) \) is the initial interstitialcy concentration per unit activation energy interval (i.e., the initial activation energy spectrum, AES), then the time dependence of \( N \) after pre-annealing during time \( \tau \) becomes [66]:

\[
N(E,T,t) = N_0(E)\exp[-\nu(\tau+t)\exp(-E/kT)] = N_0(E)\Theta(E,T,t)
\]

The characteristic annealing function \( \Theta(E,T,t) = \exp[-\nu(\tau+t)\exp(-E/kT)] \) in Equation (2) sharply increases near the characteristic activation energy \( E_0 = kT\ln[\nu(\tau+t)] \) and, to a good precision, can be replaced by the Heaviside step function equal to zero at \( E < E_0 \) and unity at \( E > E_0 \) [66]. The total concentration \( c \) of defects available for relaxation is then given as:

\[
c(T, t) = \int_{E_{min}}^{E_{max}} N(E,T,t)dE \approx \int_{kT\ln(\nu(\tau+t))}^{E_{max}} N_0(E)dE
\]
where $E_{\text{min}}$ and $E_{\text{max}}$ are the lower and upper limits of the AES available for activation. Next, for the isothermal test, one can use the "flat spectrum" approximation, $N_0 \approx \text{const}$ [66]. Then, the concentration Equation (3) is reduced to $c(t) = N_0 E_{\text{max}} - N_0 kT ln(\tau + t)$. On the other hand, the basic Equation (1) of the Interstitialcy theory for small concentration changes $\Delta c$ can be rewritten as $\Delta G(T, t)/G = -\beta \Delta c(T, t)$. Thus, the relaxation kinetics for the relative shear modulus change, $g(t) = G(t)/G_0 - 1$, is given by [67]:

$$g(t) = -\beta [c(t) - c_0] = \beta kT N_0 \ln(1 + t/\tau) \quad (4)$$

Equation (4) at long times $t \gg \tau$ gives the well-known "ln(t)" kinetics, which is often experimentally observed upon isothermal annealing of as-cast MGs [64,66,68]. In particular, such behavior is documented for the shear modulus change upon structural relaxation far below $T_g$, even for very long annealing time [67,69]. This is illustrated in Figure 3, which shows a linear growth of $g$ with the logarithm of time after some transient for a Zr-based glass. The red curve gives the fit calculated using Equation (4). It is seen that this Equation gives a good approximation of the relaxation behavior in the range of times from tens of seconds up to about twenty-four hours.

![Figure 3](image-url)  
**Figure 3.** Time dependence of the shear modulus change upon isothermal annealing of bulk glassy $\text{Zr}_{52.5}\text{Ti}_{15}\text{Cu}_{17.9}\text{Ni}_{14.6}\text{Al}_{10}$ at $T = 509$ K. The solid red curve gives the fit using Equation (4). Reprinted with permission from American Physical Society, 2008 [67].

The relaxation kinetics upon linear heating can be calculated in a similar way. Since the metastable equilibrium is kinetically achievable at high temperatures, the differential equation for the relaxation should be accepted as:

$$\frac{dc}{dt} = -\frac{c - c_{eq}}{\tau} \quad (5)$$

where $c_{eq}$ is the interstitialcy defect concentration in the metastable equilibrium, which according to Equation (1) has the form $c_{eq} = -\beta^{-1} \ln(G_{eq}/G_x)$, with $G_{eq}$ being the shear modulus in the metastable equilibrium.

Using the "elastic" hypothesis for the activation energy of elementary atomic rearrangements [57,58], $E = GV_c$, where $V_c$ is some characteristic volume, the underlying relaxation time can be written down as:

$$\tau = \tau_0 e^{G V_c/k_B T} = \tau_0 e^{G_0 V_c/(1 + \beta c) k_B T} = \tau_0 e^{G_0 V_c/(1 + g) k_B T} \quad (6)$$
where $\tau_0$ is of the order of the inverse Debye frequency. Then, the relaxation law (5) for heating at a rate $\dot{T}$ can be rewritten as [70]:

$$\frac{dg_{rel}}{dT} = \frac{\gamma - g_{rel}}{\dot{T}\tau_0e^{G_0V_c/k_BT}(1 + g_{rel})}$$

(7)

where $g_{rel}$ is the relaxation component of relative change of the shear modulus and $\gamma = \beta c_0(1 - c_{eq}/c_0)$. Equation (7) describes the shear modulus relaxation upon heating at a given rate $\dot{T}$. It was shown that this equation gives a good description of the shear modulus relaxation behavior of bulk glassy $Pd_{40}Cu_{30}Ni_{10}P_{20}$ at different heating rates, both below and above $T_g$ [70]. The same equation can be used for the interpretation of the shear modulus hysteresis, as illustrated by Figure 4. The bottom part of this figure gives the same shear modulus relaxation data that was shown in Figure 2, but replotted in terms of the relative shear modulus change $g$ (open squares) for temperatures $T > 500$ K. The linear function $g_{linf}$ here represents the $g(T)$-dependence at temperatures below 450 K, where any significant relaxation of the shear modulus is absent. The relaxation part of the relative shear modulus change was then calculated as $g_{rel}(T) = g(T) - g_{linf}(T)$, as given by closed circles in Figure 4. With the appropriate choice of parameters, Equation (7) can be used for the calculation of $g_{rel}$-dependence, as shown by the red solid/dashed curves. It is seen that, overall, there is quite acceptable correspondence between experimental and calculated shear modulus relaxation data [62], indicating the validity of the approach assumed by Equation (7). It is to be noted that the relaxation time near $T_g \approx 560$ K of glassy $Pd_{40}Cu_{30}Ni_{10}P_{20}$ calculated with Equation (6) is about 2900 s, and it is this large relaxation time that determines the shear modulus hysteresis shown in Figure 4 [62]. It should be also emphasized that the Maxwell relaxation time $\tau_m = \eta/G$ ($\eta$ is the shear viscosity) at $T = T_g$ is about 20 s, and therefore, the Maxwell viscoelasticity does not constitute a proper basis for the understanding of relaxation phenomena in MGs, even near the glass transition (see [62] for more details).

![Figure 4. Temperature changes of the experimental relative shear modulus change $g(T)$ for glassy $Pd_{40}Cu_{30}Ni_{10}P_{20}$, its linear approximation $g_{linf}(T)$ for temperatures $T \leq 450$ K together with the experimental and calculated relaxation parts of the relative shear modulus change $g_{rel}$. The arrows give the sequence of heating/cooling [62].](image-url)
3.2. Activation Energy Spectra

Upon heating at a constant rate \( \dot{T} \), the characteristic activation energy (see above) linearly increases with temperature,

\[
E_0 = AT
\]

where \( A \approx 3 \times 10^{-3} \text{ eV/K} \) is weakly dependent on \( \dot{T} \) and attempt frequency [71]. The shear modulus change then becomes \( g(T) = -\beta [c(T) - c_0] \) with \( c(T) = \int_{E_{\text{min}}}^{E_{\text{max}}} N_0(E) dE \) and \( c_0 = \int_{E_{\text{min}}}^{E_{\text{max}}} N_0(E) dE \). This gives \( g(T) = \beta \int_{E_{\text{min}}}^{E_{\text{max}}} N_0(E) dE \) and eventually leads to the expression for the AES [67],

\[
N_0(E_0) = \beta^{-1} \partial g(E_0) / \partial E_0
\]

The AES for bulk glassy \( Pd_{41.25}Cu_{41.25}P_{17.5} \) determined using Equation (9) is given by red triangles in Figure 5, which shows a broad pattern typical of different MGs. This AES starts from the activation energy slightly less than 1.2 eV (this corresponds to temperatures of about 400 K) and ends at activation energies answering to \( T_g \) [63,72]. Integration of the AES allows calculating the change of the concentration \( \Delta c \) of defect annealing out upon structural relaxation below \( T_g \). For the AES shown in Figure 5, this gives \( \Delta c = 0.00161 \), close to the values determined for other MGs (0.00112 \( \leq \Delta c \leq 0.00322 \) [63,72,73]).

![Figure 5. Activation energy spectrum of the structural relaxation of bulk glassy \( Pd_{41.25}Cu_{41.25}P_{17.5} \) calculated using shear modulus and DSC data [72].](image)

The full concentration of interstitialcy defects frozen-in upon glass formation can be determined as \( c(T) = \frac{1}{\beta} \ln \frac{G(T)}{G_e(T)} \) (see Equation (1)). The results of the calculation with this formula for \( Pd_{40}Cu_{30}Ni_{10}P_{20} \) glass for a wide temperature range are shown in Figure 6. This figure gives the \( c(T) \)-dependence for both initial and relaxed (by annealing slightly above \( T_g \)) states for the heating rate of 3 K/min together with the metastable equilibrium concentration \( c_{eq} \) determined using the metastable equilibrium shear modulus \( G_{eq} \) shown in Figure 2. In the initial state, \( c \approx 0.0195 \) and is nearly independent of \( T \) up to temperatures slightly below \( T_g \). At higher \( T \), \( c \) rapidly increases, but is still smaller than the equilibrium concentration. At the beginning of the second run, \( c \) is smaller by 0.0025 compared to the initial state. This amount is quite close to the values of \( \Delta c \) determined by integration of the AES (see above). On the other hand, the fact that the defect concentration is significantly bigger at the beginning of the second run, but this increase is not seen during the first heating run strongly implies
that structural relaxation takes place mainly upon cooling from the supercooled liquid state during the first heating cycle, as demonstrated by Figure 2. As mentioned above, the plausible reason for this is the big underlying relaxation time [62].

![Figure 6](image_url)

**Figure 6.** Temperature dependences of the interstitialcy defect concentration for bulk glassy $Pd_{40}Cu_{30}Ni_{10}P_{20}$ in the initial (first run) and relaxed (second run) states measured at 3 K/min together with the metastable equilibrium defect concentration determined from prolonged isothermal shear modulus measurements. The arrow gives the calorimetric glass transition temperature [73].

Thus, within the framework under consideration, the total interstitialcy defect concentration frozen-in upon melt quenching is about 2%, and about one tenth of this amount can be annealed out as a result of structural relaxation. This conclusion is valid for all tested MGs [72,74,75].

4. Interrelationship between the Shear Modulus of Glass, Concentration of Frozen-In Interstitialcy Defects and Shear Modulus of the Maternal Crystal

The basic Equation (1) of the Interstitialcy theory establishes a direct relationship between the shear modulus of glass, the concentration of frozen-in interstitialcy defects and the shear modulus of the maternal crystal. This relationship can be experimentally tested. For this purpose, Equation (1) can be rearranged as:

$$\frac{d}{dT} \frac{G_x(T)}{\ln G(T)} = \alpha \frac{d}{dT} c$$

Equation (10) shows that if structural relaxation is absent, *i.e.*, if $c = \text{const}$, then the left-hand part of this equation should be zero. Then, one arrives at the equality of temperature coefficients of the shear moduli in the glassy and maternal crystalline states, *i.e.*,

$$\frac{1}{G} \frac{dG}{dT} = \frac{1}{G_x} \frac{dG_x}{dT}$$

Equation (11) shows that structural relaxation leading to either a decrease of the defect concentration (far below the glass transition temperature) or its increase (near $T_g$) should result in negative or positive values of the derivative $D = \frac{d}{dT} \ln \frac{G_x}{c}$, respectively. These predictions were tested in [73,76].
Figure 7 gives \( D(T) \) for \( Zr_{46}Cu_{46}Al_8 \) glass in the initial and relaxed states (first run and second run on the same sample, respectively) assuming \( \alpha \approx 1 \). In the initial state, \( D \) is indeed very close to zero at temperatures \( 300 \leq T < 440 \) K, reflecting the absence of structural relaxation in this range. At higher temperatures, up to \( T \approx 670 \) K, \( D \) is negative, which corresponds to a decrease of the defect concentration \( \left( \frac{dc}{dT} < 0 \right) \), in line with Equation (10) and the related increase of the shear modulus and heat release [77]. Finally, at \( T > 670 \) K, \( D \) becomes positive and rapidly increases with temperature due to the fast defect multiplication \( \left( \frac{dc}{dT} > 0 \right) \), which is manifested in strong shear softening and heat absorption upon approaching the glass transition [77]. In the relaxed state, \( D \) is zero up to \( T \approx 530 \) K again, indicating the absence of structural relaxation. At higher temperatures, \( D \) becomes positive and rapidly increases with temperature, suggesting rapid defect multiplication near \( T_g \), which is manifested by strong shear softening and heat absorption [77]. Similar results were obtained on glassy \( Pd_{40}Cu_{30}Ni_{10}P_{20} \) [73].

![Figure 7](image_url)  
*Figure 7. Temperature dependencies of the derivative \( \frac{d}{dT}\ln G_x(T) \) for glassy \( Zr_{46}Cu_{46}Al_8 \) in the initial and relaxed states. The calorimetric glass transition temperature is shown by the arrow [76].*

On the other hand, Equation (11) can be checked directly. Figure 8 shows the ratios of the temperature coefficients of the shear moduli in glassy (initial and relaxed) and crystalline states, \( \gamma_{ini} = \left( \frac{1}{G_{ini}} \frac{dG_{ini}}{dT} \right) \left( \frac{1}{G_x} \frac{dG_x}{dT} \right)^{-1} \) and \( \gamma_{rel} = \left( \frac{1}{G_{rel}} \frac{dG_{rel}}{dT} \right) \left( \frac{1}{G_x} \frac{dG_x}{dT} \right)^{-1} \), in the temperature ranges where structural relaxation is absent (see Figure 7), and therefore, Equation (11) should be valid. It is seen that both quantities, \( \gamma_{ini} \) and \( \gamma_{rel} \), are temperature independent and close to unity, supposing a direct relationship between the shear moduli of glass and maternal crystal, as implied by Equation (11).

Thus, the experiments [73,76] described above confirm: (i) the expected relationship between the shear modulus of glass, the concentration of frozen-in defects and the shear modulus of the reference crystal; and (ii) the equality of the temperature coefficients of the shear moduli of glass and the reference crystal in the temperature range with no structural relaxation. Both conclusions validate the basic Equation (1) of the Interstitialcy theory.
Figure 8. Ratios of the temperature coefficients of the shear moduli in glassy (initial and relaxed) and crystalline states of \( \text{Zr}_{46}\text{Cu}_{46}\text{Al}_{8} \), \( \gamma_{\text{ini}} \) and \( \gamma_{\text{rel}} \), for temperature ranges where structural relaxation is absent (see Figure 7). Temperature-independent \( \gamma_{\text{ini}} \approx \gamma_{\text{rel}} \approx 1 \) confirm Equation (11).

5. Structural Relaxation-Induced Heat Effects

Since there is certain amount of the elastic energy associated with interstitialcy defects, any change of their concentration should lead to heat effects. In particular, annihilation of interstitialcy defects should result in the release of the internal energy in the form of heat. Inversely, interstitialcy defect formation should lead to an increase of the internal energy, which can be revealed as heat absorption. These expectations can be quantified as follows. The formation enthalpy of an isolated interstitialcy is \([18,39]\):

\[
H = \alpha\Omega G
\]  

(12)

where \( \Omega \) is the volume per atom and \( G \) and \( \alpha \) have the same sense as in Equation (1). The increment of the number of defects per mole due to an augmentation of their concentration by \( dc \) is \( dN_A^G = N_A dc \), where \( N_A \) is the Avogadro number. Then, using Equation (1), the molar interstitialcy formation enthalpy becomes \( H_\mu = \alpha\Omega N_A \int_0^c G(c)dc \), and the heat flow occurring upon heating of the molar mass \( m_\mu \) from room temperature may be found as:

\[
W = \frac{1}{m_\mu} \frac{dH_\mu}{dt} = \frac{\alpha\Omega N_A}{m_\mu} \frac{d}{dt} \int_{c_{RT}}^c G(c)dc
\]

(13)

where \( c_{RT} \) is the room-temperature defect concentration. Accepting the latter to be \( c_{RT} = \frac{1}{\beta} \ln \left( \frac{G_{x_{RT}}^{RT}}{G_x^{RT}} \right) \), where \( G^{RT} \) and \( G_x^{RT} \) are the shear moduli of glass and parent crystal at room temperature, respectively, substituting Equation (1) into Equation (13), one can calculate the heat heat per unit time and per unit mass flow as \([78]\):

\[
W = \frac{T}{\beta\rho} \left[ \frac{G^{RT}}{G_x^{RT}} \frac{dG_x}{dT} - \frac{dG}{dT} \right]
\]

(14)

with \( \dot{T} = \frac{dT}{dt} \) being the heating rate and \( \rho \) the density. It is seen that since \( G^{RT} \) and \( G_x^{RT} \) are constants, the temperature dependence of the heat flow is simply determined by temperature derivatives.
of the shear moduli in the glassy and parent crystalline states. The underlying physical reason consists of the relaxation of the intrinsic defect system.

Figure 9 illustrates the calculation of the heat flow using Equation (14) with $\beta = 17$ in comparison with the experimental DSC runs for bulk glassy $Pd_{40}Ni_{40}P_{20}$ for initial and relaxed (obtained by heating into the supercooled liquid region) states [75]. One can point out a good agreement between calculated and experimental heat release below $T_g$ and heat absorption above $T_g$. Similar agreement was found for other Pd- and Zr-based metallic glasses [77–79]. Below $T_g$, a decrease of the interstitialcy defect concentration upon heating leads to the heat release and related increase of the shear modulus. Rapid defect multiplication in the supercooled liquid region (above $T_g$) requires strong heat absorption and provides a significant decrease of the shear modulus. Moreover, preliminary results indicate that Equation (14) also correctly describes the crystallization-induced heat release relating it with the corresponding relaxation of the shear modulus.

\[ \Delta W(T) = \frac{\dot{T}}{\beta \rho} \frac{d\Delta G(T)}{dT} \]  

**Figure 9.** Experimental and calculated DSC thermograms for bulk glassy $Pd_{40}Ni_{40}P_{20}$ in the initial and relaxed states [75]. The calorimetric glass transition temperature is shown by the arrow.

For the relaxed state, the shear modulus $G = G_{rel}$, and Equation (14) determines the corresponding heat flow $W_{rel}$. Then, the difference between the heat flow in the relaxed and initial states, $\Delta W = W_{rel} - W$, is given by:

\[ \Delta W(T) = \frac{\dot{T}}{\beta \rho} \frac{d\Delta G(T)}{dT} \]  

(15)
where \( \Delta G(T) = G(T) - G_{rel}(T) \) is the shear modulus change due to structural relaxation. As discussed above, this change is conditioned by relaxation events with distributed activation energies. Applying the approximation of the characteristic activation energy (see Equation (8) and related description) and using Equation (9), the Expression (15) can be rewritten as:

\[
\Delta W(E_0) = \frac{T G^{RT} A}{\beta \rho} \frac{1}{dE_0} \Delta G(E_0) = \frac{T G^{RT} A}{\rho} N_0(E_0)
\]

From Equation (16), one obtains the formula for the AES [72],

\[
N_0(E_0) = \frac{\rho}{T AG^{RT}} \Delta W(E_0)
\]

Equations (9) and (17) describe the same AES using the data on the shear modulus relaxation and heat flow measured by DSC, respectively. These equations should give, in principle, the same result. The AES calculated from DSC data on the structural relaxation of bulk glassy \( Pd_{41.25}Cu_{41.25}P_{17.5} \) is shown in Figure 5 together with the AES determined from independent shear modulus relaxation data. A good correspondence between the two spectra is indeed seen, indicating the self-consistence of the approach under consideration. Similar results were obtained for two other Pd- and Zr-based glasses [72].

Table 1. Parameters of structural relaxation of Pd- and Zr-based glasses [72]: the change of the defect concentration \( \Delta c_g = \int n_g(E_0)dE_0 \) determined from G-measurements (where \( n_g \) is calculated using Equation (9)), the change of the defect concentration \( \Delta c_w = \int n_w(E_0)dE_0 \) determined from DSC measurements (where \( n_w \) is determined using Equation (17)), averaged concentration \( \bar{c} = (\Delta c_g + \Delta c_w)/2 \), molar heat of structural relaxation \( Q_\mu \) (J/mole), number of defects per mole \( N_\mu = \bar{c} N_A \times 10^{-20} \) mole\(^{-1}\), heat of structural relaxation per defect \( Q_d = Q_\mu / N_\mu \) (eV), room-temperature shear modulus \( G^{RT} \) (GPa), volume per atom \( \Omega = m_\mu / \rho \ N_A \times 10^{-20} \) m\(^3\) and interstitialcy formation enthalpy \( H = \alpha G \Omega \) (eV).

<table>
<thead>
<tr>
<th>Glass</th>
<th>( \Delta c_g )</th>
<th>( \Delta c_w )</th>
<th>( \Delta c )</th>
<th>( Q_\mu )</th>
<th>( N_\mu )</th>
<th>( Q_d )</th>
<th>( G^{RT} )</th>
<th>( \Omega )</th>
<th>( H )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( PdCuP )</td>
<td>0.00161</td>
<td>0.00165</td>
<td>0.00163</td>
<td>432</td>
<td>9.8</td>
<td>2.75</td>
<td>32.7</td>
<td>1.33</td>
<td>2.72</td>
</tr>
<tr>
<td>( PdNiP )</td>
<td>0.00332</td>
<td>0.00314</td>
<td>0.00323</td>
<td>931</td>
<td>19.5</td>
<td>2.98</td>
<td>38.6</td>
<td>1.28</td>
<td>3.09</td>
</tr>
<tr>
<td>( ZrCuAl )</td>
<td>0.00206</td>
<td>0.00220</td>
<td>0.00213</td>
<td>786</td>
<td>12.8</td>
<td>3.84</td>
<td>34.3</td>
<td>1.73</td>
<td>3.71</td>
</tr>
</tbody>
</table>

Table 1 gives interesting comparative data obtained upon analyzing the activation energy spectra for \( Pd_{41.25}Cu_{41.25}P_{17.5} \), \( Pd_{40}Ni_{40}P_{20} \) and \( Zr_{46}Cu_{46}Al_{8} \) glasses [72]. First, one can calculate the change of the defect concentration during structural relaxation by integrating the spectra determined from measurements of the shear modulus and DSC (i.e., using Equations (9) and (17), respectively). Table 1 shows that both methods of AES reconstruction give very close results. Second, taking the experimental molar heat of structural relaxation \( Q_\mu \) and calculating the number of defects per mole, \( N_\mu = \bar{c} N_A \) (\( \bar{c} \) is the averaged number of defects annealed out during structural relaxation, \( N_A \) the Avogadro number), one can determine the heat of structural relaxation per defect, \( Q_d = Q_\mu / N_\mu \). On the other hand, one can calculate the interstitialcy formation enthalpy using Equation (12). Table 1 illustrates a remarkable similarity between the heat of structural relaxation per defect \( Q_d \) and interstitialcy formation enthalpy \( H \):
the difference between these quantities is less than 4%. On the other hand, the obtained values of $Q_d$ and $H$ are quite close to the values of the interstitialcy formation enthalpy (2–3 eV) in simple close-packed crystalline metals \cite{29,80}. These arguments constitute further evidence for the interstitialcy-mediated mechanism of structural relaxation.

6. Interstitialcies and Low Temperature Heat Capacity

A fundamental feature of the structural dynamics of glasses of different types consists of the low temperature excess heat capacity, which can be visualized as a peak in the specific heat $C$ divided by the cube of temperature ($C/T^3$) in the 5 to 15 K temperature range \cite{81}. This peak is called the Boson heat capacity peak. It is commonly accepted that this peak arises from excess vibrational states in glass, which are absent in crystalline materials \cite{81}. There are quite a few approaches derived for the interpretation of the Boson peak (for a review, see \cite{82}), but its physical nature still remains unclear. The Interstitialcy theory considers the Boson peak as originating from low frequency resonance vibration modes of interstitialcies, resulting mainly from excitation to their first excited state \cite{83}. Granato calculated the height $H_B$ of the Boson peak and showed that it is proportional to the concentration $c$ of interstitialcy defects, $H_B = 4.6 \frac{c}{0.03} \left( \frac{\omega_D}{\omega_R} \right)^3$, where $f$ is the number of resonance modes per interstitialcy, $\omega_D$ is the Debye frequency and interstitialcy resonance vibration frequencies are assumed to be the same equal to $\omega_R$ \cite{83}. The temperature of the Boson peak was calculated as $T_B = \frac{\Theta}{35} \frac{T \omega_B}{\omega_D}$. With a rough estimate, $\frac{T \omega_B}{\omega_D} \approx 1$, this leads to the Boson peak temperature $T_B \approx \frac{\Theta}{35}$, where $\Theta$ is the Debye temperature. This gives a reasonable estimate of Boson peak temperature for glasses of various types \cite{83}.

Figure 10. Interstitialcy defect concentration in bulk glassy $Pd_{41.25}Cu_{41.25}P_{17.5}$ calculated using Equation (1) together with the height of the Boson heat capacity peak as a function of the pre-annealing temperature $T_a$. The curves are drawn as guides for the eye. It is seen that the dependencies of the defect concentration $c$ and Boson peak height on $T_a$ can be superposed, indicating the direct proportionality between them and confirming, thus, the interstitialcy interpretation of the Boson peak \cite{84}. 

\[ \text{Figure 10.} \]
Structural relaxation occurring after annealing at high temperatures below $T_g$ leads to a decrease of the Boson peak height. Simultaneously, the shear modulus increases. The concentration of interstitialcy defects in glass can be estimated using its shear modulus as supposed by Equation (1). It is then possible to compare the defect concentration with the Boson peak height for different pre-annealing temperatures. This program was carried out in [84]. Figure 10 gives the defect concentration together with the Boson peak height (relatively to the crystalline state) in bulk glassy $Pd_{41.25}Cu_{41.25}P_{17.5}$ as a function of pre-annealing temperature $T_a$. It is seen that both quantities decrease with $T_a$, as one would expect. After pre-annealing at $T_a = 773 \text{ K}$, the glass crystallizes, so that $c = 0$ and the Boson peak disappears. Figure 10 also shows that the dependences of the defect concentration and Boson peak height on $T_a$ can be superposed, indicating the direct proportionality between them and confirming, thus, the understanding of the Boson heat capacity peak on the basis of the Interstitialcy theory (see [84] for more details).

7. Interstitialcies, Free Volume and Enthalpy Release

Most of metallic glasses have smaller density compared to their crystalline counterparts. Since the density is increasing upon structural relaxation of initial MGs below $T_g$, it is widely believed that elementary structural relaxation events take place in the regions of smaller local density, *i.e.*, in the regions containing some excess “free volume” [4,9,12,13]. In spite of the fact that the “free volume” has no clear theoretical definition, as repeatedly mentioned in the literature (e.g., [17,85]), and the application of this concept to the interpretation of experimental data sometimes leads to evident inconsistencies [16,77], the free volume-based notions still remain quite popular [4,11,15,86]. In this context, it is important to estimate what kind of volume effects could be associated with interstitialcy defects in glass and to compare these with volume effects attributed to the free volume.

For a rough estimate, it can be accepted that the free volume in MGs represents some entity similar to vacancies in crystals, while interstitialcies in MGs are analogous to those in simple metallic crystals. It is known that the insertion of vacancies ($v$) and interstitialcies ($i$) gives the volume changes $(\Delta V/\Omega)_v = 1 - \alpha_v$ and $(\Delta V/\Omega)_i = -1 + \alpha_i$, respectively, where $\Omega$ is the volume per atom, $\alpha_v$ and $\alpha_i$ are the corresponding relaxation volumes [87]. Then, the resulting relative volume change is $\Delta V/V = (\alpha_v + 1) c_v + (\alpha_i - 1) c_i$, where $c_v$ and $c_i$ are the concentrations of vacancies and interstitialcies. Granato [87] suggests that $\alpha_v = -0.2$ and $\alpha_i = 2.0$. The calculated values of $\alpha_v$ and $\alpha_i$ for 15 metals given in [29] after averaging are equal to $-0.26$ and $1.55$, respectively, quite close to available experimental data [29,88]. Then, one arrives at $\Delta V/V \approx 0.74c_v + 0.55c_i$, and one has to conclude that the volume effects associated with vacancies and interstitialcies have the same sign and are quite comparable in the magnitude. Therefore, the observed densification of MGs below $T_g$ cannot be solely interpreted as annealing out of the free volume, as pointed out long ago [48]. A decrease of interstitialcy concentration can almost equally lead to the volume contraction.

Isothermal structural relaxation as-cast MGs below $T_g$ leads to a decrease of the volume, which is accompanied by a linear decrease of the molar enthalpy [15]. This dependence is usually interpreted as a result of the free volume decrease [13,15]. However, it was recently shown that this fact can be also understood within the framework of the Interstitialcy theory as a result of a decrease of the interstitialcy
defect concentration. The derivative of the released molar enthalpy \( H_\mu \) over the relative volume change \( \Delta V/V \) then becomes [80]:

\[
\frac{dH_\mu}{d\Delta V/V} = -\frac{\alpha m_\mu (1 + g) G}{\rho (\alpha_i - 1)}
\]  

where \( \alpha \approx 1 \), \( g = \ln \frac{G}{G_x} \) (\( G \) and \( G_x \) are the shear moduli of glass and reference crystal) and the volume per atom \( \Omega = \frac{m_\mu}{pN_A} \), with \( N_A \), \( m_\mu \) and \( \rho \) being the Avogadro number, molar mass and density, respectively. Equation (18) shows that the derivative in the left-hand side should be nearly temperature independent and the released enthalpy should linearly increase with the relative decrease of the volume, in accordance with numerous experimental observations on different MGs [15,80,89]. The estimate of this derivative for an Au-based metallic glass using Equation (18) gives the value of 239 kJ/mol, which is quite close to the experimental value of 187 kJ/mol [80], supporting thus the notions under consideration.

### 8. Elastic Dipole Approach

The insertion of a defect into a crystal creates local elastic distortions. Because of these distortions, the defect interacts with the applied homogeneous elastic stress. In some sense, this interaction is similar to the interaction of an electric dipole with the applied electric field. Accordingly, the defect, which creates local elastic distortions and interacts with the external stress, is called the “elastic dipole” [90]. The necessary condition for such an interaction consists in the requirement that the symmetry of the defect must be lower than the local symmetry of the matrix structure [90]. This fully applies to dumbbell interstitials, which in fact represent a particular case of elastic dipoles.

In this case, using the conceptual framework described above, one can assume the existence of frozen-in elastic dipoles in glass and accept that they create local anisotropic elastic distortions. This approach was developed in [77,91]. It was shown that: (i) these defects lead to the elastic softening of glass with respect to the reference crystal; and (ii) their stored elastic energy, which is released as heat upon structural relaxation below and above \( T_g \), as well as upon crystallization of glass, closely corresponds to the heat effects observed experimentally. The main points of this approach can be summarized as follows.

The expression for the internal energy \( U \) per unit mass of a deformed isotropic body taking into account third- and fourth-order expansion terms was suggested in [92,93] (the same expression was later used in [94]). It is reasonable to assume that the change of the internal energy due to strain-induced dilatation (volume change) is insignificant for MGs [77,91]. Then, the expansion for \( U \) has the form [77,91]:

\[
\rho U = \rho U_0 + \mu I_2 + \frac{4}{3} \nu_3 I_3 + \frac{1}{2} \gamma_4 I_2^2
\]  

where \( \rho \) is the density, \( U_0 \) the internal energy of the undeformed state, \( I_2 = \varepsilon_{ij}\varepsilon_{ji} \) and \( I_3 = \varepsilon_{ij}\varepsilon_{jk}\varepsilon_{ik} \) the algebraical invariants of the deformation tensor \( \varepsilon_{ij} \), \( \mu \) the second-order Lamé elastic constants, \( \nu_3 \) the third-order Lamé elastic constant and \( \gamma_3 \) and \( \gamma_4 \) the fourth-order Lamé elastic constants. If the strain field \( \varepsilon_{ij} \) in Equation (19) is created by randomly-oriented frozen-in elastic dipoles, then the change of the internal energy \( \Delta U \) with respect to the reference crystal is:

\[
\rho U - \rho U_0 = \rho \Delta U \approx \mu I_2 = \mu e\lambda_{ij}\lambda_{ji}
\]
where \( c \) is the concentration of frozen-in elastic dipoles, \( \lambda_{ij} \) the so-called \( \lambda \)-tensor [90], which characterizes the strain field created by an elastic dipole, and the bar denotes averaging over all elastic dipoles. The components of the \( \lambda \)-tensor are equal to the components of the deformation tensor per unit concentration of unidirectional elastic dipoles [90]. The change of the elastic energy given by Equation (20) is released as heat upon structural relaxation. Then, the heat flow occurring upon warming-up of glass due to the release of the internal energy associated with frozen-in elastic dipoles can be calculated as [77]:

\[
W = \frac{\partial \Delta U}{\partial t} = \dot{T} \frac{\partial \Delta U}{\partial T} = \frac{\dot{T}}{\rho} \frac{\partial}{\partial T} (\mu c \lambda_{ij} \lambda_{ji})
\]

(21)

With some minor further assumptions, Equation (21) leads to the expression for the heat flow occurring upon warming up of a metallic glass [77],

\[
W = \frac{3\dot{T}}{\rho \tilde{\Omega}} \left[ \frac{dG_x}{dT} - \frac{dG}{dT} \right]
\]

(22)

where the averaged form-factor \( \tilde{\Omega} = 1.38 \) takes into account different types of elastic dipoles involved in structural relaxation [77]; other quantities have the same meaning as above. The comparison of the heat flow given by this equation with the experimental data taken on glassy Zr\(_{46}\)Cu\(_{46}\)Al\(_8\) revealed their good correspondence [77]. On the other hand, it is to be emphasized that Equation (22) is very similar, although not fully identical, to the heat flow law Equation (14) derived within the framework of the Interstitialcy theory. A detailed comparative analysis of these heat flow laws with the experimental data obtained on glassy Pd\(_{41.25}\)Cu\(_{41.25}\)Pd\(_{17.5}\) taken as an example was reported in [95]. It was found that both equations quite correctly describe both heat release well below \( T_g \) and heat absorption near and above \( T_g \). The elastic dipole approach Equation (22) provides a very good description of heat flow data near and above \( T_g \), but slightly underestimates the heat flow well below \( T_g \). The Interstitialcy theory approach Equation (14) provides a very good description of heat flow data in the whole temperature range. It is clear that the heat flow is conditioned by the relaxation of the shear modulus, as implied by both Equations (14) and (22).

Since the difference in the heat flow given by Equations (14) and (22) is small, one can derive the relationship between the shear susceptibilities entering these formulae. Designating the shear susceptibilities in Equations (14) and (22) as \( \beta_i \) and \( \beta_d \), respectively, taking into account that the expressions in square brackets of these equations are approximately equal, one arrives at \( \beta_i \approx \frac{1}{3}\tilde{\Omega}\beta_d \). Fitting to the calorimetric data for Pd\(_{41.25}\)Cu\(_{41.25}\)Pd\(_{17.5}\) glass gives \( \beta_d = 38 \) (just the same value as for glassy Zr\(_{46}\)Cu\(_{46}\)Al\(_8\) [77]). Then, with the above relationship and \( \tilde{\Omega} = 1.38 \), one calculates \( \beta_i = 17.5 \), which is quite close to \( \beta_i = 20 \) derived by fitting to the calorimetric data for the same glass [95].

The elastic dipole approach sketched above gives clear information on the reason for the shear softening of glass with respect to the reference crystal. The expression for the shear modulus of glass can be written down as [77,91]:

\[
G = \mu + \gamma_4 \Omega_t c \lambda_{ij} \lambda_{ji}
\]

(23)

where \( \Omega_t \) is the averaged dipole form factor for the shear deformation. If the defect concentration \( c = 0 \), the quantity \( \mu \) equals the shear modulus \( G_x \) of the reference crystal. The only metallic glass for which
the fourth-rank modulus $\gamma_4$ is so far known is $Zr_{52.5}Ti_{15.9}Cu_{14.6}Al_{10}$ [93]. With $\gamma_4 = -171$ GPa and other estimates for this glass, $c \approx 0.039$ and $\lambda_{ij} \lambda_{ji} = 0.92 \pm 0.12$ [91], Equation (23) gives $\Delta G = G_x - G \approx 8.0$ GPa, fairly close to the experimental value $\Delta G \approx 9.3$ GPa [91], supporting thus the elastic dipole approach.

It is important to emphasize that the elastic constants $\nu_3$ and $\gamma_4$ in the non-linear expansion Equation (19) for the internal energy are essentially anharmonic (in the harmonic approximation, these constants are equal to zero). Since $G$ is determined by $\gamma_4$ (see Equation (23)), one has to conclude that the shear softening of MGs with respect to the reference crystalline state is determined by the anharmonicity of the interatomic potential.

The same conclusion immediately comes from the Interstitialcy theory. Indeed, the shear susceptibility in the main Equation (1) constitutes a major parameter, which is defined as $\beta = -\frac{1}{G} \frac{\partial^2 G}{\partial \varepsilon^2}$ ($\varepsilon$ is the shear strain) [18]. The shear susceptibility is non-zero only if the non-linear elasticity is taken into account. A similar definition of $\beta$ is considered in the elastic dipole approach, which directly gives the linear proportionality between the shear susceptibility and the absolute value of $\gamma_4$ elastic constant, $\beta = -\frac{3\gamma_4}{G}$ [77]. The understanding that non-linear elastic effects occurring due to the anharmonicity of the interatomic potential are manifested in many of MGs’ properties has now been increasing [59,96–101]. In particular, the role of non-linear elastic effects in the mechanical behavior of metallic glasses at high stresses seems to be quite evident [94,102,103].

9. Summary

The Interstitialcy theory provides a new comprehensive, versatile and verifiable approach to the understanding of the structural relaxation of metallic glasses. This approach starts with the assumption that melting of simple metallic crystals takes place as a result of rapid multiplication of dumbbell (split) interstitials (= interstitialcies). The nucleus of such a defect can be interpreted as two atoms trying to occupy the same minimum of the potential energy. On the other hand, these defects create internal stresses interacting with the external stress and can be considered as elastic dipoles. In the liquid state, the defects retain their individuality, but become inherent structural elements, rather than “defects” of the structure. Rapid melt quenching partially freezes the interstitialcy defect structure in solid glass. Heat treatment of the glass leads to a change of the interstitialcy defect concentration, which can be precisely monitored by measurements of the shear modulus. The latter represents the major physical quantity controlling the relaxation kinetics through the main Equation (1) of the Interstitialcy theory.

The sign of structural relaxation monitored by measurements of the shear modulus is conditioned by current temperature and glass thermal prehistory that results in a different relations between the current interstitialcy defect concentration, $c$, and the defect concentration in the metastable equilibrium, $c_{eq}$. At temperatures far below $T_g$, usually $c > c_{eq}$ and the relaxation lead to a decrease of $c$, with a corresponding increase of the shear modulus. Near and above $T_g$, $c$ can be smaller than $c_{eq}$, leading to a decrease of the shear modulus. It has been found that the Interstitialcy theory provides a good description of the relaxation kinetics for different metallic glasses and testing conditions.

The basic Equation (1) of the Interstitialcy theory establishes the direct relationship between the shear modulus of glass, the concentration of frozen-in interstitialcy defects and the shear modulus
of the maternal crystal. It has been revealed that this relationship conforms with the available experimental data. In particular, when structural relaxation is absent, Equation (1) implies the equality of temperature coefficients of the shear moduli in the glassy and crystalline states (Equation (11)), which is proved experimentally.

Any change of the interstitialcy concentration alters the elastic energy associated with them. If \( c \) decreases upon structural relaxation, the stored elastic energy is released as heat. Increasing \( c \) requires an augmentation of the external energy, which is manifested as heat absorption. The Interstitialcy theory leads to the general heat flow law Equation (14), which directly states that the heat effects occurring upon heating are controlled by the relaxation of the shear modulus, while the underlying physical reason consists of the relaxation of the internal interstitialcy defect system. It has been found that this law correctly describes exothermal heat flow well below \( T_g \), as well as endothermal heat reaction near and above \( T_g \).

The Interstitialcy theory provides two independent ways for the reconstruction of the activation energy spectrum of atomic rearrangements occurring upon structural relaxation. The first of them (Equation (9)) is based on shear modulus relaxation data, while the second one (Equation (17)) makes use of heat flow data. It has been found that both methods give nearly the same results, and the formation energy of defects responsible for structural relaxation is close to the interstitialcy formation energy implied by the Interstitialcy theory (Equation (12)).

It has been found that the height of the low temperature Boson heat capacity peak strongly correlates with the changes in the shear modulus upon high temperature annealing. The Interstitialcy theory connects this peak with low frequency resonant localized vibrations of interstitialcy defects frozen-in upon glass production. The height of this peak is proportional to the defect concentration and, together with the peak temperature, reasonably agrees with the experiment.

Since dumbbell interstitials are in fact elastic dipoles, it is possible to develop a more general approach based on the non-linear theory of elasticity. This approach gives nearly the same expression (Equation (22)) for structural relaxation-induced heat flow and makes clear evidence that the heat effects, as well as the shear softening of metallic glasses are intrinsically connected with the anharmonicity of the interatomic interaction.
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